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The artificial compressibility method for the incompressible Navier–Stokes equations is
revived as a high order accurate numerical method (fourth order in space and second order
in time). Similar to the lattice Boltzmann method, the mesh spacing is linked to the Mach
number. An accuracy higher than that of the lattice Boltzmann method is achieved by
exploiting the asymptotic behavior of the solution of the artificial compressibility equa-
tions for small Mach numbers and the simple lattice structure. An easy method for accel-
erating the decay of acoustic waves, which deteriorate the quality of the numerical
solution, and a simple cure for the checkerboard instability are proposed. The high perfor-
mance of the scheme is demonstrated not only for the periodic boundary condition but also
for the Dirichlet-type boundary condition.

� 2009 Elsevier Inc. All rights reserved.
1. Introduction

Various numerical methods for the incompressible Navier–Stokes equations (INSE) employ Poisson (or Helmholtz) solv-
ers, which require additional computations at each time step. The adoption of an implicit time-marching is quite natural in
this intrinsically implicit approach and the inversion of a matrix occupies the major part of the computation. The artificial
compressibility method (ACM), which was proposed by Chorin [4] in the late 1960s, is alternative to the intrinsically implicit
approach. ACM solves the artificial compressibility equations (ACE), where the solenoidal (divergence-free) condition for the
flow velocity field is replaced by a continuity equation with the pressure time derivative, which enables us to compute the
pressure field evolutionally. Since ACE agree with INSE in the steady case, ACM is said to be principally intended for steady
flows and implicit time-marching methods are sometimes introduced. However, ACM is capable of yielding an accurate solu-
tion for the time-dependent INSE when the Mach number is small enough. In fact, Témam justified ACM mathematically by
proving the weak convergence of an ACE solution from an initial data compatible with INSE to the INSE solution for the same
initial data in the limit of vanishing Mach number [19]. ACE involve the acoustic (rapidly varying) mode besides the diffusive
(slowly varying) mode, the principal part of which is described by INSE. Moise and Ziane employed the renormalization
group method in the multi-scale analysis of ACE solution for small Mach numbers and derived the estimate that the error
of ACE solution (the deviation from INSE solution) for the flow velocity is bounded by a constant of the order of the Mach
number [14].

The lattice Boltzmann method (LBM) is another Poisson-free method for INSE and has been attracting a lot of attention
during the last two decades because of its simple numerical algorithm, which is also suitable for parallel computation,
and it is now widely employed in various simulations of unsteady complex fluid flows. It deals with the time evolution
. All rights reserved.
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of the velocity distribution function of ‘‘artificial” gas molecules and yields an approximate solution for the time-depen-
dent INSE as the moments of the distribution function. The accuracy of LBM is said to be first order in time and second
order in space. For its theoretical justification, we refer the reader to e.g. Refs. [18,7,9,1], where the asymptotic analyses of
discrete kinetic equations (or their numerical schemes) for small Knudsen numbers [the Chapman–Enskog expansion and
the Hilbert expansion (diffusive scaling)] are carried out. These asymptotic analyses indirectly show the relation between
LBM and ACM. The Chapman–Enskog expansion derives INSE via ACE as the leading equation system in the Ma2 expan-
sion for ACE (Ma is the Mach number) and ACE is also recovered by summing up the equation systems derived by the
Hilbert expansion. Since LBM computes the distribution function of gas molecules, it has been expected to have potential
abilities to deal with a rarefied regime beyond Navier–Stokes. In our previous paper [1], we examined this possibility and
arrived at the conclusion that the usual compact stencils, such as D2Q9 and D3Q15, are not sufficient for the realization
of physically correct high order stress. On the other hand, the kinetic formulation has a clear meaning in the compressible
case. The linearity of the convective term of kinetic equation drastically simplifies the theory of the approximate Riemann
solver, which is employed in most of shock-capturing schemes (see e.g. Ref. [15] and the references therein). This natu-
rally raises a question concerning the advantage of kinetic formulation in the incompressible case. Of course, one of its
advantages must be found in the performance at least. Although comparisons of ACM and LBM have been made in the
literature (e.g. Ref. [8]), however, it does not seem to be necessary to draw hasty conclusions at the present stage, since
LBM is still developing and it is not too much to say that the potential capabilities of ACM have not yet been explored
fully.

The present study concerns the exploration of the potential capabilities of ACM as a numerical tool for unsteady viscous
flows. Since LBM deals with the passage of Kn � Ma � �! 0, where Kn and � are the Knudsen number and the mesh spac-
ing, respectively, we regard ACM as an asymptotic numerical method dealing with the passage of Ma � �! 0 and inves-
tigate its properties in this direction. Since the simple lattice structure is considered to be one of the reasons for the success
of LBM, we will also make use of it. The remainder of the present paper is organized as follows. The asymptotic behavior of
ACE solutions for small Mach numbers will be studied in Section 2, where the construction of the diffusive mode, the exci-
tation of the acoustic mode due to incomplete initial data, a new dissipation mechanism to kill the acoustic mode quickly,
and a strategy of high order accurate computation for the time-dependent INSE will be explained. We aim to solve INSE
within the error of OðMa4Þ by computing two ACE solutions for different Mach numbers under the same resolution, which
is different from the conventional Richardson extrapolation. The elimination of the acoustic mode will be one of the key
issues for the realization of high accuracy. In Section 3, the basic design of the numerical scheme will be prepared. A pro-
totype scheme for a linear 2D model PDE system will be studied and a simple cure for the checkerboard instability will be
proposed. The prototype scheme will be extended to the case of ACE in Section 4, where a high order accurate treatment of
the boundary condition will be explained in detail. The developed method will be tested in Section 5. Comparisons will also
be made with LBM there.

2. Theory

2.1. IBVP for INSE

INSE in the dimensionless form are expressed as
@ui

@xi
¼ 0; ð1Þ

@ui

@t
þ uj

@ui

@xj
þ @P
@xi
� m

@2ui

@x2
j

¼ fi; ð2Þ
where xi; t;ui; P and fi are dimensionless variables and correspond to the space coordinates, time, the flow velocity, the (kine-
matic) pressure and the external force, respectively, and m is the dimensionless (kinematic) viscosity, which is equal to the
inverse Reynolds number, i.e. m ¼ 1=Re (see e.g. Ref. [2]). We consider the problem in a bounded domain X with the Dirichlet-
type boundary condition:
uiðt; xjÞ ¼ giðt; xjÞ xj 2 @X: ð3Þ
The vector gi must satisfy the compatibility condition
Z
@X

gini dS ¼ 0; ð4Þ
where ni is the unit vector normal to the boundary pointing in the outward direction. We consider the case where the initial
velocity field uiðt ¼ 0; xjÞ ¼ u�i ðxjÞ is compatible with the governing equation system and the boundary condition, i.e.
@u�i
@xi
¼ 0; ð5Þ

u�i ðxjÞ ¼ giðt ¼ 0; xjÞ xj 2 @X: ð6Þ
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The pressure field Pðt; xjÞ is determined from the velocity field uiðt; xjÞ as a solution of the Neumann problem for the Poisson
equation derived from the momentum equation (2). The boundary condition for P is obtained by multiplying both hand sides
of Eq. (2) by ni. The initial pressure field Pðt ¼ 0; xiÞ ¼ P�ðxiÞ is generated from u�i by the same recipe. We impose
Z

X
Pðt; xkÞdV ¼ 0 ð7Þ
in order to make P unique.

2.2. ACE

The original ACM employs the following artificial continuity equation
k
@P
@t
þ @ui

@xi
¼ 0 ð8Þ
instead of the solenoidal condition, where k is a positive constant. In the present study, we consider the case of 0 < k� 1. As
will be seen later, this means small Mach number. Eqs. (2) and (8) constitute ACE. We will consider the problem of ACE under
the boundary condition (3). By imposing
Z

X
Pð0; xiÞdV ¼ 0 ð9Þ
the condition (7) is always satisfied owing to the compatibility condition (4).

2.3. Diffusive mode and acoustic mode

As mentioned previously, ACE involve the diffusive mode and the acoustic mode. We will sketch these two modes as the
preparation for the later discussion.

We assume that both modes are slowly varying with respect to space:
@P
@xj
� P;

@ui

@xj
� ui:
The diffusive mode is slowly varying with respect to time as well:
@P
@t
� P;

@ui

@t
� ui:
Assuming P � 1 and ui � 1, i.e.
P � @P
@xi
� @P
@t
� 1; ð10Þ

ui �
@ui

@xj
� @ui

@t
� 1; ð11Þ
and neglecting the pressure time derivative multiplied by the small parameter k, we have the solenoidal condition
from the artificial continuity equation (8). The momentum equation (2) remains as it is. The resulting equation system
is INSE.

The acoustic mode solution is rapidly varying with respect to time. Neglecting the nonlinear term, the force term, and the
viscous term in the momentum equation, we have the simplified ACE:
k
@P
@t
þ @ui

@xi
¼ 0;

@ui

@t
þ @P
@xi
¼ 0:
The wave equation for P with the propagation speed k�1=2 is derived from the above equations, which shows that the char-
acteristic time of the acoustic mode is Oðk1=2Þ. We introduce the new time variable s defined by
s ¼ k�1=2t; ð12Þ
and rewrite the above equation system using s:
k1=2 @P
@s
þ @ui

@xi
¼ 0;

k�1=2 @ui

@s
þ @P
@xi
¼ 0:
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Since
@P
@s
� P;

@ui

@s
� ui; ð13Þ
we notice P � k�1=2ui from the balance of terms in the above equations. The magnitude of the acoustic mode for the pressure
is much larger than that for the flow velocity.

2.4. Construction of diffusive mode

We will construct the slowly varying solution of ACE (2) and (8) satisfying the boundary condition (3) under the assump-
tions (10) and (11). We express the slowly varying solution as ðuiS; PSÞ and expand it into the power series of k:
uiS ¼ uiS0 þ kuiS1 þ k2uiS2 þ � � � ; ð14Þ
PS ¼ PS0 þ kPS1 þ k2PS2 þ � � � : ð15Þ
It should be noted that the above expansion is nothing more than the well-known Ma2 expansion (the sound speed corre-
sponds to k�1=2). The condition (7) is expanded accordingly:
Z

X
PSmðt; xkÞdV ¼ 0 ðm ¼ 0;1;2;3; . . .Þ: ð16Þ
We assume
uiSm �
@uiSm

@xj
� @uiSm

@t
� Oð1Þ ðm ¼ 0;1;2; . . .Þ; ð17Þ

@PSm

@xi
� @PSm

@t
� Oð1Þ ðm ¼ 0;1;2; . . .Þ; ð18Þ
which correspond to the assumptions (10) and (11). Substituting the above expansion into Eqs. (2) and (8) and equating the
terms of the same order of power of k, we have the following equation systems:
@uiS0

@xi
¼ 0; ð19Þ

@uiS0

@t
þ ujS0

@uiS0

@xj
þ @PS0

@xi
� m

@2uiS0

@x2
j

¼ fi; ð20Þ

@uiS1

@xi
þ @PS0

@t
¼ 0; ð21Þ

@uiS1

@t
þLi½ukS1; PS1; ukS0� ¼ 0; ð22Þ

@uiS2

@xi
þ @PS1

@t
¼ 0; ð23Þ

@uiS2

@t
þLi½ukS2; PS2; ukS0� þ ujS1

@uiS1

@xj
¼ 0; ð24Þ

� � � ;

where
Li½uk; P; Vk� � Vj
@ui

@xj
þ uj

@Vi

@xj
þ @P
@xi
� m

@2ui

@x2
j

: ð25Þ
The leading equation system is INSE and inhomogeneous Oseen-type equation systems follow. The boundary condition is
expanded accordingly:
uiS0ðt; xjÞ ¼ giðt; xjÞ xj 2 @X; ð26Þ
uiSmðt; xjÞ ¼ 0 xj 2 @X ðm P 1Þ: ð27Þ
We can, in principle, construct the diffusive mode solution by solving the above equation systems from the lowest order with
appropriate initial data. Let u�iSm; P

�
Sm

� �
ðm ¼ 0;1;2;3; . . .Þ be the initial data for ðuiSm; PSmÞ. As the initial data u�iS0; P

�
S0

� �
, we can

choose the same one as that for INSE:
u�iS0 ¼ u�i ; ð28Þ
P�S0 ¼ P�: ð29Þ
Since the divergence of uiS1 is determined by the time derivative of PS0 [Eq. (21)], we cannot give the initial data u�iS1; P
�
S1

� �
arbitrarily. The recipe of construction of u�iS1; P

�
S1

� �
is as follows. We first construct u�iS1 as the sum of an irrotational vector

field di and a solenoidal vector field si:
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u�iS1 ¼ di þ si: ð30Þ
The vector field di is defined by
di ¼
@/
@xi

; ð31Þ
where the potential / is a solution of the Poisson equation
@2/

@x2
i

¼ � @PS0

@t

����
t¼0
; ð32Þ
under the Neumann-type boundary condition
ni
@/
@xi
¼ 0 xi 2 @X: ð33Þ
The solenoidal vector field si must satisfy si ¼ �di at the boundary @X. We refer the reader to e.g. Ref. [12] for the details of
the construction of si; si is not determined uniquely since there are infinite solenoidal vector fields satisfying the homoge-
neous boundary condition. Once u�iS1 is determined, P�S1 is computed in the following way. Taking the divergence of the
momentum equation (22), we have the Poisson equation for P�S1:
@2P�S1

@x2
i

¼ � @H
@t

� ����
t¼0
þ
@u�jS0

@xi

@u�iS1

@xj
þ u�jS0

@H
@xj

����
t¼0

þ
@u�jS1

@xi

@u�iS0

@xj

�
þ m

@2H
@x2

k

�����
t¼0

; ð34Þ
where
H ¼ � @PS0

@t
:

The Neumann-type boundary condition for Eq. (34) is also supplied from the momentum equation (22):
ni
@P�S1

@xi
¼ ni m

@2u�iS1

@x2
k

� u�jS0
@u�iS1

@xj

" #
xi 2 @X; ð35Þ
where the boundary condition for uiS1, Eq. (27), is taken into account. Then, P�S1 is determined as the solution of the above BVP
under the condition (16).

We notice that the construction of u�iS1 and P�S1 requires the information of the time derivatives @tPS0 and @ttPS0 at
t ¼ 0. The construction of ðuiSm; PSmÞ ðm ¼ 2;3;4; . . .Þ is similar and it requires higher order time derivatives for the INSE
solution.

2.5. Excitation of acoustic mode

In the case of complete initial data for the diffusive mode
u�iS ¼ u�iS0 þ ku�iS1 þ k2u�iS2 þ � � � ; P�S ¼ P�S0 þ kP�S1 þ k2P�S2 þ � � � ;
ACE yields only the diffusive mode in principle. In the case of truncated initial data, however, the solution of ACE is not re-
leased smoothly along the trajectory of diffusive mode and the gap excites the acoustic mode. We will estimate the magni-
tude of the excited acoustic mode in the simplest case where the initial data is the one for INSE:
uiðt ¼ 0Þ ¼ u�iS0 � u�i ; ð36Þ
Pðt ¼ 0Þ ¼ P�S0 � P�: ð37Þ
Rewriting Eqs. (2) and (8) as those for the perturbation from the INSE solution, wi � ui � uiS0 and q � P � PS0, we have
@wi

@t
þLi½wk; q; ukS0� þwj

@wi

@xj
¼ 0; ð38Þ

k
@q
@t
þ @wj

@xj
¼ �k

@PS0

@t
: ð39Þ
The boundary condition and the initial condition for ðwi; qÞ are
wi ¼ 0 xi 2 @X; ðwi; qÞ ¼ ð0; 0Þ ðt ¼ 0Þ: ð40Þ
From Eqs. (39) and (40), we have
@q
@t
¼ � @PS0

@t
ðt ¼ 0Þ;
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which shows that @tq is Oð1Þ at t ¼ 0. That is, the right hand side of Eq. (39) gives an initial impact on q and it excites the
acoustic mode. Let us estimate the magnitude of the acoustic mode. From the discussion in Section 2.3, the characteristic
time of acoustic mode is Oðk1=2Þ under the assumption that the wave-length is Oð1Þ. We introduce the time variable s, which
is defined by Eq. (12). From @sq � q and @tq � k�1=2

@sq � 1, we have q � Oðk1=2Þ. If we require the balance of the term @wj=@xj

with the other terms in Eq. (39), we have wi � OðkÞ. Incidentally, the estimate wi K Oðk1=2Þ is obtained by the renormalization
group method in Ref. [14].

2.6. Suppression of acoustic mode

The acoustic mode excited by the initial impact deteriorates the quality of ACE solution as an approximate solution for the
time-dependent INSE especially for the pressure. The employment of high order initial data for the diffusive mode reduces
the initial impact and the magnitude of the acoustic wave decreases accordingly. A simple discussion similar to the previous
subsection leads to the conclusion that the magnitude of the acoustic mode is reduced from OðkÞ to Oðk2Þ for the velocity and
from Oðk1=2Þ to Oðk3=2Þ for the pressure by changing the initial data from u�iS0; P

�
S0

� �
to u�iS0 þ ku�iS1; P

�
S0 þ kP�S1

� �
. We refer the

reader to Ref. [16] for the numerical example of the suppression of the acoustic mode by this approach. However, as seen
previously, this requires the information of @tPS0 and @ttPS0 at t ¼ 0 and even the construction of the initial data u�iS1; P

�
S1

� �
is cumbersome generally. The second possibility is the introduction of a dissipation term into the continuity equation:
k
@P
@t
þ cP

� �
þ @ui

@xi
¼ 0; ð41Þ
where c is a positive function of xi and t and is of the order of unity. In the following discussions, we will treat c as a constant
for simplicity.

We rewrite Eqs. (2) and (41) using Wi ¼ ðui � uiS0Þk�1 and Q ¼ ðP � PS0Þk�1=2:
@Wi

@s
þ @Q
@xi
þ k1=2 ujS0

@Wi

@xj
þWj

@uiS0

@xj
þ kWj

@Wi

@xj

� �
¼ k1=2m

@2Wi

@x2
k

;

@Q
@s
þ ck1=2Q þ @Wi

@xi
þ @PS0

@t
þ cPS0

� �
¼ 0:
In order to illustrate the role of the new dissipation term, we consider the simplest case of uiS0 ¼ 0 and neglect the nonlinear
term k3=2Wj@Wi=@xj. Then, the following dissipative wave equation for Q is derived from the above equation system:
@2Q
@s2 � ð1þ cmkÞ @

2Q
@x2

k

þ ck1=2 @Q
@s
� k1=2m

@3Q
@x2

k@s
¼ �k1=2 @2PS0

@t2 þ c
@PS0

@t

 !
þ mk1=2 @2

@x2
k

@PS0

@t
þ cPS0

� �
: ð42Þ
The right hand side is a slowly varying external force term. The fourth term on the left hand side is the viscous damping term.
The third term on the same side, which is multiplied by c, acts like a dashpot in a simple mechanical oscillation system.
While the viscous damping term does not work well for small m (large Reynolds number), this newly introduced dissipation
term works irrespective of the magnitude of m. While the effect of viscous damping term increases as the wave number in-
creases, the new damping term works uniformly irrespective of the magnitude of the wave number. Incidentally, the bulk
viscosity is sometimes introduced in the momentum equation for the suppression of the acoustic mode (see e.g. Ref.
[17]) and this idea is also inherited in LBM [6,13]. Indeed, the introduction of the bulk viscosity increases the coefficient
of the viscous damping term in Eq. (42). In the present study, the damping for high wave numbers is treated in connection
with the suppression of the checkerboard instability (Section 3.2).

The introduction of the new damping term modifies the governing equation systems for the diffusive mode from the or-
der of k; Eqs. (21) and (23) become
@uiS1

@xi
þ @PS0

@t
þ cPS0 ¼ 0; ð43Þ

@uiS2

@xi
þ @PS1

@t
þ cPS1 ¼ 0; ð44Þ
respectively. The initial data for ðuiSm; PSmÞ can be constructed in the same way. Incidentally, the condition (7) still follows
from Eq. (9).

2.7. Main assumption and strategy

Let us consider the solution of IBVP for Eqs. (2) and (41) with the initial data (36) and (37) and the boundary condition (3).
Because of the incomplete initial data, the acoustic mode is inevitably excited. The acoustic mode is weakened by the viscous
damping term as time advances and the decay is further accelerated by the newly implemented dashpot-type damping term.
After the extinction of the acoustic mode, the behavior of the solution is described by using the single time scale for the
slowly varying mode. We recall that there is only one parameter in this IBVP, i.e. k. We assume the form of Eqs. (14) and
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(15) as the ansatz of the asymptotic solution for small k after the extinction of the acoustic mode. This is the key assumption
in the present study. The leading term ðuiS0; PS0Þ in the k expansion is the desired INSE solution for the initial data (36) and
(37), which follows from the convergence theorem for k! 0 [19]. The next order term ðuiS1; PS1Þ is governed by the inhomo-
geneous Oseen-type equation system, i.e. Eqs. (21) and (22). Then, we can excavate the desired INSE solution within the error
of Oðk2Þ from two solutions of ACE for different values of k. That is, the leading error ðkuiS1; kPS1Þ can be eliminated by com-
puting a suitable linear combination of these two solutions.

The above scenario is not clear from the dynamical point of view, however. Let us trace the diffusive mode solution back
to t ¼ 0. We recall that there is a freedom in the choice of the solenoidal part of the initial velocity field u�iS1 (Section 2.4).
While the ansatz implies that uiS1 (and therefore u�iS1) is unique irrespective of the value of k, its theoretical assurance is
not presently available to the best of authors’ knowledge. The scenario would be supported numerically.

ACM is intrinsically explicit and the adoption of an explicit time-marching is quite natural. Then, the time step Dt will be
subject to the acoustic CFL condition Dt K k1=2�, where � is the mesh spacing and k�1=2 is the sound speed of ACE. Another
time step restriction is the diffusive CFL condition Dt K �2=m. The former condition is related to the intrinsic error of ACE.
Small k is preferable for the accuracy and vice versa for the efficiency of numerical computation. The latter condition does
not become more serious than the former one while m is not large, i.e. mK 1. We link the mesh spacing � and the compress-
ibility parameter k by the relation
k ¼ b�2; ð45Þ
where b is a positive constant of the order of unity. Then, the acoustic CFL condition is rewritten as Dt K �2, which corre-
sponds to the diffusive CFL condition for m � 1.

The previous strategy is similar to that adopted by LBM and this makes a fair comparison between ACM and LBM possible.
Recall the fact that LBM also deals with the passage Ma � �! 0. Since the characteristic speed of flow is Oð1Þ and the numer-
ical sound speed of LBM Cs is Oð�=DtÞ, we have immediately Cs � 1=� and Dt � �2, which corresponds to the acoustic CFL
condition for ACM. In the actual updating rule of LBM, the time step and the mesh spacing are normalized and the numerical
sound speed and the flow velocity become Oð1Þ and Oð�), respectively. Let us consider for simplicity the classical LBM, i.e.
BGK with the forward Euler time-marching. There are three parameters in its updating rule, i.e. the mesh spacing �, the mod-
ified numerical sound speed cs ¼ Cs� ðDt ¼ �2=csÞ, and the dimensionless relaxation time s. The well known necessary sta-
bility condition for the classical LBM is 0 6 sð¼ s�1Þ < 2 and � should be very small when the value of s lies in the
neighborhood of the supremum. We refer the reader to e.g. Ref. [11] and the references therein for the recent theoretical
results on the stability and the convergence of LBM. Incidentally, s ¼ 0 corresponds to the computation of free flow without
collision and the updating rule of LBM is reduced to the shift operation, the stability of which is obvious. On the other hand,
when the results of LBM are interpreted as those of INSE, the relation between s and the dimensionless kinematic viscosity m
is required. The formula [18] is
sð¼ s�1Þ ¼ 1
2
þ 3mDt
�2

� ��1

; ð46Þ
from which we immediately notice s! 2 as m! 0 and s! 0 as m!1, i.e. the necessary stability condition is satisfied irre-
spective of m. The error of LBM, however, strongly depends on s, as shown (among others) in Fig. 5 of Ref. [1], where the nor-
malized numerical error is reported as a convex function of s. While the error slightly changes as s increases in the range
1 K s < 2, it dramatically increases as s decreases in the range 0 < s K 1. Therefore the value of Dt (or cs) should be chosen
in such a way that the value of s lies in the range 1 K s < 2, i.e. s � Oð1Þ or equivalently Dt K �2=m, which corresponds to the
diffusive CFL condition for ACM. This condition is not for the stability but for the accuracy of the numerical result and it
should be satisfied in practice. Otherwise very fine resolution is necessary for satisfactory results even in the case of the sec-
ond order convergence rate.

Our strategy is rephrased as follows: We will obtain the solution of INSE within the error of Oð�4Þ from two numerical
solutions of ACE for different values of b under the same resolution � by making use of the linearity of the leading error
in b. The behavior of the numerical solution depends not only on the parameter of the equation system but also on the dis-
cretization error. For the realization of the above scenario, the discretization error must not alter the form of the first two
equation systems of the diffusive mode. In the next subsection, we will study the influence of the discretization error on
the diffusive mode solution.

2.8. Formal asymptotic analysis of numerical scheme for small �

In the error analysis of a finite difference scheme, we tacitly assume that the discrete numerical data [ui and P at
ðt; x1; x2; x3Þ ¼ ðnDt; r1�; r2�; r3�Þ ðn ¼ 0;1;2;3; . . . ; ri ¼ 0;1;2;3; . . .Þ in our problem] behave like the samples taken from a
smooth mother function (functions), which depends on the discretization parameter, such as the mesh spacing �. The asymp-
totic behavior of the mother function for small � provides the information of the consistency and the accuracy for the numer-
ical method. Suppose that the mother functions are expanded into the power series of �. The coefficient functions at the
leading order must satisfy the target equation system. If the coefficient functions at the next order are governed by an equa-
tion system which does not allow the null solution, the numerical method is judged to be at most first order accurate in �. If it
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does, the numerical method has the possibility to yield a second order accurate solution. In other words, the asymptotic anal-
ysis of numerical scheme provides the governing equation system for the discretization error. Let us go back to our problem.
The error of ACM consists of the discretization error and the intrinsic error of ACE, i.e. the error due to the compressibility, as
in the case of LBM. We refer the reader to Ref. [10] for the details of the asymptotic theory for finite difference methods and
Ref. [9] for its application to LBM.

We investigate the asymptotic behavior of the numerical solution for ACE (2) and (41) with k ¼ b�2 for small mesh spac-
ing � under the assumption that the numerical solution is slowly varying. We will employ only the formal accuracy of the
scheme in the following analysis; the explicit form of the scheme is not necessary. We first deal with the space variables
continuously and investigate the truncation error with respect to time. We consider the case where the formal accuracy
of the time-marching method is second order. We express the time step Dt as b�2, where b is a positive constant of Oð1Þ,
and write the mother functions for the fixed values of b and b as ûiðt; xi; �2Þ and bPðt; xi; �2Þ. The numerical solution at
t ¼ nb�2 ðn ¼ 0;1;2;3; . . .Þ is expressed as ûiðnb�2; xi; �2Þ and bPðnb�2; xi; �2Þ. Since the time-marching is second order accurate,
the mother functions for the finite difference scheme satisfy
@bP
@t
þ b�2

2
@2bP
@t2 þ � � � ¼ � cbP þ 1

k
@ûj

@xj

� �
þ b�2

2
c2bP þ 1

k
@

@xj
ðcûj þmj � fjÞ

� �
þ Oð�4Þ; ð47Þ
@ûi

@t
þ b�2

2
@2ûi

@t2 þ � � � ¼ �mi þ fi þ
b�2

2
ðmj � fjÞ

@ûi

@xj
þ ûj

@

@xj
ðmi � fiÞ þ c

@bP
@xi
þ 1

k
@2ûj

@xi@xj
� m

@2

@x2
j

ðmi � fiÞ þ
@fi

@t

" #
þ Oð�4Þ;

ð48Þ
at each discrete point t ¼ nb�2 ðn ¼ 0;1;2;3; . . .Þ, where
mi ¼ ûj
@ûi

@xj
þ @

bP
@xi
� m

@2ûi

@x2
j

: ð49Þ
We expand bP and ûi into the power series of �2:
bP ¼ bP ð0Þ þ bP ð1Þ�2 þ bP ð2Þ�4 þ � � � ; ð50Þ
ûi ¼ uð0Þi þ ûð1Þi �

2 þ ûð2Þi �
4 þ � � � ; ð51Þ
where bP ðmÞ and ûðmÞi (m ¼ 0;1;2;3; . . .) are functions of t and xi. Substituting the expansion (50) and (51) into Eqs. (47) and
(48), noting k ¼ b�2, and assuming the slowly varying mode, i.e. @a

bP ðmÞ � @aûðmÞi � Oð1Þ ða ¼ t; xiÞ, we have the equation sys-
tems for ðûðmÞi ; bP ðmÞÞ ðm ¼ 0;1;2; . . .Þ. The leading equation system is, of course, INSE:
@ûð0Þi

@xi
¼ 0; ð52Þ

@ûð0Þi

@t
þ ûð0Þj

@ûð0Þi

@xj
þ @

bP ð0Þ
@xi
� m

@2ûð0Þi

@x2
j

� fi ¼ 0; ð53Þ
and the inhomogeneous Oseen-type equation systems follow:
@uð1Þi

@xi
þ b

@bP ð0Þ
@t
þ cbP ð0Þ !

¼ 0; ð54Þ

@ûð1Þi

@t
þLi ûð1Þk ; bP ð1Þ; ûð0Þk

h i
¼ 0; ð55Þ

@ûð2Þi

@xi
þ b

@Pð1Þ

@t
þ cbP ð1Þ !

¼ 0; ð56Þ

@ûð2Þi

@t
þLi ûð2Þk ; bP ð2Þ; ûð0Þk

h i
þ ûð1Þj

@ûð1Þi

@xj
þ IN ¼ 0; ð57Þ
where the discretization error appears as the term IN , the explicit form of which depends on the method of the time-march-
ing. In the case of first order accurate time-marching, the discretization errors appear from the equation system for

ûð1Þi ; bP ð1Þ	 

as the source terms, which are not proportional to b. Therefore, the time-marching must be at least second order

accurate.
Up to now, we have not yet taken into account of the spatial discretization error. It can be treated in the above analysis as

the additional source term. If the discretization error of divu is Oð�2Þ, it appears in Eq. (54). If the error of mi is Oð�2Þ, it ap-

pears in Eq. (55). These errors are not proportional to b and break down the linearity of ûð1Þi ; bP ð1Þ	 

in b. Our strategy survives
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if the spatial discretization is fourth order accurate; the equation systems for ûðmÞi ; bP ðmÞ	 

ðm ¼ 2;3;4; . . .Þ are altered in this

case.
Precisely speaking, we cannot regard the above relations (52)–(57) as PDE systems yet; they hold only at the discrete

points ðx; y; tÞ ¼ ði�; j�;nb�2Þ ði ¼ 0;1;2;3; . . . ; j ¼ 0;1;2;3; . . . ;n ¼ 0;1;2;3; . . .Þ. Since the set of discrete points becomes
dense in X	 ½0 6 t�, they can be regarded as PDEs. We refer the reader to Ref. [10] for its technical discussion.

3. Basic design of numerical scheme

3.1. Prototype scheme

We prepare the basic design for the numerical scheme of ACE using the following 2D Stokes-type ACE:
@P
@t
þ c2 @u

@x
þ @v
@y

� �
¼ 0; ð58Þ

@u
@t
þ @P
@x
¼ m

@2u
@x2 þ

@2u
@y2

 !
; ð59Þ

@v
@t
þ @P
@y
¼ m

@2u
@x2 þ

@2u
@y2

 !
; ð60Þ
where x1; x2;u1, and u2 are rewritten as x; y;u, and v, respectively, and c is a positive constant corresponding to the sound
speed. We have seen in Section 2.7 that the second order accuracy in time is one of the necessary conditions for the reali-
zation of our scenario. We adopt a two step midpoint rule (semi-implicit RK-2) as the method of the time-integration. The
notation concerning the spatial discretization is summarized as follows. We introduce the grid system with the uniform
spacing �; ðxðiÞ; yðjÞÞ ¼ ði�; j�Þ ½i ¼ 0;1;2; . . . ; j ¼ 0;1;2; . . .�. We employ the finite difference operators dx; dy;Dx, Dy; dxx; dyy;

dxxy, and dxyy. The operators dx and Dx yield the approximations of first order derivative with respect to x, i.e. @x, and the oper-
ators dy and Dy yield those with respect to y, i.e. @y. The operators dxx; dyy; dxxy, and dxyy yield the approximations of @xx; @yy; @xxy,
and @xyy, respectively. The operators dx and dxx employ the three point stencil ði� 1; i; iþ 1Þ and Dx employs the five point
stencil ði� 2; i� 1; i; iþ 1; iþ 2Þ for x ¼ i�; the stencil of dy and dyy is ðj� 1; j; jþ 1Þ and that of Dy is
ðj� 2; j� 1; j; jþ 1; jþ 2Þ for y ¼ j�. The operator dxxy is defined by the product of dxx and dy and dxyy is done by that of dx

and dyy. These operators employ the 3	 3 point stencil in xy plane ð½i� 1; i; iþ 1� 	 ½j� 1; j; jþ 1�Þ. The operators dx; dy; dxyy,
and dxxy are second order accurate and the operators Dx;Dy;Dxx, and Dyy are fourth order accurate. The explicit definitions
of these operators are given in Appendix A, where the definitions of one-sided finite difference operators, such as �Dx; �Dy,
and so on, are also shown for later use. The notation of the discretized data for h ¼ ðu;v ; PÞ is as follows. hn

ij ðh ¼ u;v ; PÞ de-
notes hðnDt; xðiÞ; yðjÞÞ; dxhn

ij and Dxhn
ij mean the approximations of @xhðnDt; xðiÞ; yðjÞÞ . The other finite difference approximations

of derivatives, such as @xxhðnDt; xðiÞ; yðjÞÞ, are denoted in the same way.
Our prototype finite difference scheme consists of
unþ1=2
ij ¼ un

ij þ
Dt
2
�DxPn

ij þ m½Dxx þ Dyy�un
ij

	 

; ð61Þ

vnþ1=2
ij ¼ vn

ij þ
Dt
2
�DyPn

ij þ m½Dxx þ Dyy�vn
ij

	 

; ð62Þ

Pnþ1=2
ij ¼ Pn

ij � c2 Dt
2
D unþ1=2

ij ; vnþ1=2
ij

	 

; ð63Þ

unþ1
ij ¼ un

ij þ Dt �DxPnþ1=2
ij þ m½Dxxunþ1=2

ij þ Dyyunþ1=2
ij �

	 

; ð64Þ

vnþ1
ij ¼ vn

ij þ Dt �DyPnþ1=2
ij þ m½Dxxvnþ1=2

ij þ Dyyvnþ1=2
ij �

	 

; ð65Þ

Pnþ1
ij ¼ Pn

ij � c2DtD unþ1=2
ij ;vnþ1=2

ij

	 

; ð66Þ
where
Dðunþ1=2
ij ;vnþ1=2

ij Þ ¼ dxunþ1=2
ij þ dyvnþ1=2

ij þ �
2

6
dxxyvnþ1=2

ij þ dxyyunþ1=2
ij

	 

: ð67Þ
The remarks on the above scheme are as follows.

(i) unþ1=2
ij ;vnþ1=2

ij , and Pnþ1=2
ij are the approximation of u;v , and P at ðt; x; yÞ ¼ ððnþ 1=2ÞDt; xðiÞ; yðjÞÞ, respectively.

(ii) The operator D, which employs a 3	 3 point stencil, gives the approximation of the divergence of the flow velocity
@xuþ @yv with the error of Oð�2Þ. Its accuracy becomes Oð�4Þ in the case of the diffusive mode, i.e.
@xuþ @yv � Oð�2Þ, since the leading error of dxh ½dyh� is ð�2=6Þ@xxxh ½ð�2=6Þ@yyyh� (see Appendix A) and the following
relations hold:
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@3u
@x3 ¼ �

@3v
@x2@y

þ Oð�2Þ; ð68Þ

@3v
@y3 ¼ �

@3u
@x@y2 þ Oð�2Þ: ð69Þ
Owing to the operator D, the stencil for the computation of Pnþ1=2
ij and Pnþ1

ij becomes compact.
(iii) The semi-implicit formula is employed in Eq. (63). If unþ1=1

ij and vnþ1=2
ij in Eq. (63) are replaced by un

ij and vn
ij, respec-

tively, the scheme becomes unconditionally unstable. The stability of the scheme will be studied in the next section.

3.2. Stability and checkerboard instability

We examine the stability of the scheme (61)–(66) in the case of c2 ¼ 1=ðb�2Þ by assuming the numerical solution in the
form:
un
lm

vn
lm

Pn
lm

0B@
1CA ¼ kn exp½ik�ðlþmÞ�

u0

v0

P0

0B@
1CA; ð70Þ
where k; k, and i are the amplification factor, the wave number, and the imaginary number unit i ¼
ffiffiffiffiffiffiffi
�1
p	 


, respectively.
Substituting Eq. (70) into Eqs. (61)–(66), we have the characteristic equation, which is a cubic equation for k. The roots of
the characteristic equation are expressed in the form:
k0 ¼ C0ða; b; mÞ; k
1 ¼ C1ða; b; m; b1=2Þ 

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2ða; b; m;b1=2Þ

q
; ð71Þ
where a ¼ cosðk�Þ; b ¼ Dt=�2, and Ci ði ¼ 0;1;2Þ are polynomials of the arguments; the expressions of Ci are lengthy and are
omitted here. The scheme is judged to be stable in the sense of Von Neumann if jkij 6 1 ði ¼ �1; 0;1Þ for �1 6 a 6 1. From
the condition jk0j 6 1, we have the diffusive CFL condition
bm 6
3

16
; ð72Þ
and it becomes dominant for large m. From jk
1j 6 1, we have the acoustic CFL condition. The formula of the acoustic CFL
condition is lengthy and we show it only for the limiting case of m ¼ 0:
b 6
9b1=2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

19
ffiffiffiffiffiffi
19
p

� 28
p � 1:21556b1=2: ð73Þ
The stability range extends as b increases, which corresponds to the decrease of the numerical sound speed. The acoustic CFL
condition is subject to the influence of m and the stability range shrinks as m increases. For example, the scheme is judged to
be stable up to b ’ 1 for ðm; bÞ ¼ ð0:1;1Þ; b ’ 0:4 for ðm; bÞ ¼ ð0:4;1Þ; b ’ 1:8 for ðm; bÞ ¼ ð0:1;4Þ, and b ’ 0:4 for
ðm; bÞ ¼ ð0:4;4Þ. In the case of m ¼ 0:4, the stability range does not extend even if b increases because of the diffusive CFL con-
dition (72).

In Section 2.6, we introduced the dashpot-type damping term into the artificial continuity equation. If Eq. (58) is replaced
by
@P
@t
þ cP þ c2 @u

@x
þ @v
@y

� �
¼ 0; ð74Þ
the finite difference formulas (63) and (66) become
Pnþ1=2
ij ¼ Pn

ij � c2 Dt
2
Dðunþ1=2

ij ;vnþ1=2
ij Þ

� ��
1þ cDt

2

� �
; ð75Þ

Pnþ1
ij ¼ Pn

ij � Dt cPnþ1=2
ij þ c2Dðunþ1=2

ij ;vnþ1=2
ij Þ

	 

: ð76Þ
The change of k
1 by this modification is Oðc�2Þ and k0 is not altered; the stability range is nearly independent of c while it is
Oð1Þ and � is small.

Since the collocated arrangement of ðu;v ; PÞ on the grid is adopted in the present numerical scheme, the checkerboard
instability, which is usually observed in the pressure distribution, may occur under a certain computational condition.
We will see that this unfavorable numerical phenomenon can be cured by adding another dissipative term to Eq. (76):
Pnþ1
ij ¼ Pn

ij � Dt cPnþ1=2
ij þ c2Dðunþ1=2

ij ;vnþ1=2
ij Þ � jðdxx þ dyyÞPnþ1=2

ij

	 

; ð77Þ
where j is a positive constant. The stability range is not altered greatly by the above modification while j is small. For exam-
ple, jkij < 1 for ð0 6 jK 0:25; b ¼ 1;0 6 mK 0:1;1 6 bÞ. The wave number corresponding to the checkerboard pattern is
k ¼ p=� ða ¼ �1Þ and the corresponding eigenvalues ki are expressed as
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k0 ¼ k1 ¼ Ea; k�1 ¼ Eb; ð78Þ
where
Ea ¼
512ðbmÞ2 � 96bmþ 9

9
; Eb ¼

2� bc�2 � 16bj
2þ bc�2 : ð79Þ
Ea is independent of c and j and satisfies 0 6 Ea 6 1 under the diffusive CFL condition (72) and the corresponding eigenvec-
tors are ðP0;u0;v0Þ ¼ ð0;1;0Þ; ð0;0;1Þ; this mode does not contribute to the pressure variation. Eb is independent of m and the
corresponding eigenvector is ðP0;u0;v0Þ ¼ ð1;0;0Þ; this mode is in charge of the checkerboard pattern for the pressure. In the
case of the original prototype scheme ðc ¼ j ¼ 0Þ, i.e. Eb ¼ 1, it is concluded that the checkerboard mode is not suppressed.
The contribution of the parameter c to the suppression of checkerboard instability is Oð�2Þ and the effective contribution is
given by the parameter j. Unless jK �2, however, the second order accuracy of the time-marching is spoiled. Fortunately,
the side effect of the cure will be eliminated in the actual finite difference scheme of ACE by making use of the property of the
diffusive mode (Section 4).

4. Finite difference scheme of ACE

We will extend the prototype scheme in the previous section to the case of ACE. The treatment of the boundary condition
will be the main topic. Similar to the prototype scheme, the explanation will be given for the 2D case.

ACE (2) and (41) in 2D case are rewritten as
@P
@t
þ cP þ 1

b�2

@u
@x
þ @v
@y

� �
¼ 0; ð80Þ

@u
@t
þ u

@u
@x
þ v @u

@y
þ @P
@x
¼ m

@2u
@x2 þ

@2u
@y2

 !
þ F; ð81Þ

@v
@t
þ u

@v
@x
þ v @v

@y
þ @P
@y
¼ m

@2v
@x2 þ

@2v
@y2

 !
þ G; ð82Þ
where ðF;GÞ is the external force. For ease of explanation, we consider the problem for the case where the numerical domain
X is the rectangle ½0 6 x 6 Lx� 	 ½0 6 y 6 Ly�. Then, its boundary @X consists of four; the line segments defined by
Cx0 ¼ ðx ¼ 0;0 6 y 6 LyÞ;Cx1 ¼ ðx ¼ Lx; 0 6 y 6 LyÞ;Cy0 ¼ ðy ¼ 0;0 6 x 6 LxÞ, and Cy1 ¼ ðy ¼ Ly;0 6 x 6 LxÞ. We employ the
grid system with the spacing � : ðxðiÞ; yðjÞÞ ¼ ði�; j�Þ ði ¼ 0;1;2; . . . ;Nx; j ¼ 0;1;2; . . . ;Ny; Nx� ¼ Lx; Ny� ¼ LyÞ.

4.1. Boundary value of pressure

The finite difference formulas for the grid points in the vicinity of the boundary require the boundary values of ðu;v; PÞ.
While the boundary data for u and v are supplied from the boundary condition, no explicit data is given for P. Since the
finite difference approximation of the pressure derivatives in the momentum equation must be fourth order accurate, the
boundary data of the pressure must be at least fifth order accurate (the boundary value for P is divided by � in the finite
difference approximation of the pressure gradient; see Appendix A). In this section, we will explain the computation of P
at the boundary Cy0 ðy ¼ 0Þ; the computation for the other boundary segments can be done in the same way and the
explanation is omitted. Since the following procedure is independent of t, we will express hðt; x; yÞ ðh ¼ u;v; PÞ as hðx; yÞ
below.

The boundary value Pðx; 0Þ is computed by using the one-sided finite difference formula:
P0 ¼ 48P1 � 36P2 þ 16P3 � 3P4 � 12�
@P
@y
ðx; 0Þ

� �
=25þ Oð�5Þ; ð83Þ
where Pj stands for Pðx; j�Þ. The value of @P=@yðx;0Þ in the above formula is supplied via the momentum equation for v [Eq.
(82)]. The values of u;v ; @v=@x; @2v=@x2, and @v=@t can easily be computed by using the boundary condition and the problem
is reduced to the computation of @v=@y and @2v=@y2 at y ¼ 0. The derivative @v=@yðx;0Þ is computed by the one-sided finite
difference formula:
@v
@y
ðx;0Þ ¼ �25v0 þ 48v1 � 36v2 þ 16v3 � 3v4

12�
þ Oð�4Þ; ð84Þ
where v j stands for vðx; j�Þ. The second derivative @2v=@y2ðx;0Þ is given by
@2v
@y2 ðx; y ¼ 0Þ ¼ 35v0 � 104v1 þ 114v2 � 56v3 þ 11v4

12�2 � 5�3

6
@5v
@y5 ðx;0Þ þ Oð�4Þ: ð85Þ
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We have, for the diffusive mode,
@5v
@y5 ¼ �

@5u
@x@y4 þ Oð�2Þ: ð86Þ
Further, we have
@5u
@x@y4 ðx; y ¼ 0Þ ¼ Hðxþ �Þ � Hðx� �Þ

2�5 þ Oð�Þ; ð87Þ

HðxÞ ¼ u0 � 4u1 þ 6u2 � 4u3 þ u4; ð88Þ
where uj ðj ¼ 0;1;2;3;4Þ are the abbreviations of uðx; j�Þ. This completes the fifth order accurate formula of Pðx;0Þ.
4.2. Finite difference formulas for inner grid points

The finite difference formulas for the inner grid points ð2 6 i 6 Nx � 2;2 6 j 6 Ny � 2Þ are given by
unþ1=2
ij ¼ un

ij þ
Dt
2
�un

ijDxun
ij � vn

ijDyun
ij � DxPn

ij þ m½Dxx þ Dyy�un
ij þ Fn

ij

	 

; ð89Þ

vnþ1=2
ij ¼ vn

ij þ
Dt
2
�un

ijDxvn
ij � vn

ijDyvn
ij � DyPn

ij þ m½Dxx þ Dyy�vn
ij þ Gn

ij

	 

; ð90Þ

Pnþ1=2
ij ¼ Pn

ij �
Dt

2b�2 Dðu
nþ1=2
ij ; vnþ1=2

ij Þ
� ��

1þ cDt
2

� �
; ð91Þ

unþ1
ij ¼ un

ij þ Dt �unþ1=2
ij Dxunþ1=2

ij � vnþ1=2
ij Dyunþ1=2

ij � DxPnþ1=2
ij þ m½Dxx þ Dyy�unþ1=2

ij þ Fnþ1=2
ij

	 

; ð92Þ

vnþ1
ij ¼ vn

ij þ Dt �unþ1=2
ij Dxvnþ1=2

ij � vnþ1=2
ij Dyvnþ1=2

ij � DyPnþ1=2
ij þ m½Dxx þ Dyy�vnþ1=2

ij þ Gnþ1=2
ij

	 

; ð93Þ

Pnþ1
ij ¼ Pn

ij þ Dt �cPnþ1=2
ij � 1

b�2 Dðu
nþ1=2
ij ; vnþ1=2

ij Þ þ l� ðdxx þ dyyÞPnþ1=2
ij þ 2ðdxvnþ1=2

ij dyunþ1=2
ij � dxunþ1=2

ij dyvnþ1=2
ij Þ

h i� �
;

ð94Þ
where Fs
ij ¼ FðsDt; xðiÞ; yðjÞÞ and Gs

ij ¼ GðsDt; xðiÞ; yðjÞÞ ðs ¼ n;nþ 1=2Þ and l is a positive constant of the order of unity.
The remarks on the above formulas are as follows.

(i) The nonlinear terms and the external force are added in Eqs. (89), (90), (92), and (93).
(ii) The term
l� ðdxx þ dyyÞPnþ1=2
ij þ 2 dxvnþ1=2

ij dyunþ1=2
ij � dxunþ1=2

ij dyvnþ1=2
ij

	 
h i
in Eq. (94), which will hereafter be denoted by Ip, corresponds to jðdxx þ dyyÞPnþ1=2

ij in Eq. (77), which is introduced as
the cure for the checkerboard instability. Obviously,

Ip ¼ l� @2P
@x2 þ

@2P
@y2 þ 2

@u
@y

@v
@x
� @u
@x

@v
@y

� �" #
þ Oð�3Þ; ð95Þ

and it appears on the right hand side of Eq. (47) for k ¼ b�2. Since Eqs. (52) and (53) are derived as before, the contri-
bution of Ip becomes Oð�3Þ. Thus, Eqs. (54) and (56) are not altered by the cure for the checkerboard instability.
4.3. Computation at grid points next to boundary

We will explain the computation at the grid points next to the boundary, i.e. ði;1Þ and ði;Ny � 1Þ for 1 6 i 6 Nx � 1 and
ð1; jÞ and ðNx � 1; jÞ for 2 6 j 6 Ny � 2. In the following explanation, we will use various finite difference operators, the def-
initions of which are given in Appendix A.

As for the pressure update, Eqs. (91) and (94), no modification is necessary since its stencil is compact. However, the
velocity update, i.e. Eqs. (89), (90), (92), and (93), employs the five point central finite difference operators Dx and Dy and
at least one of them is not available at the grid points next to the boundary. We can employ the one-sided five point finite
difference operators �Dx or �Dx instead of Dx and �Dy or �Dy instead of Dy. Then, the fourth order accuracy is assured for the con-
vective terms and the pressure gradient. As for the second derivatives in the viscous terms, e.g. @xxu and @yyv , the central five
point finite difference operators Dxx and Dyy are not available and the one-sided 5 point finite difference operators
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�Dxx; �Dyy; �Dxx, and �Dyy are third order accurate. A larger stencil is required for the realization of the fourth order accuracy but it
is not advantageous for the stability. Here, we propose an alternative method based on the well-known technique called
Numerov algorithm. For the concise expressions of formulas, we express dxu; dyv ; dxyyP; dxxdyyu as Ux;Vy; Pxyy, and Uxxyy,
respectively; Uyy;Vxx;Uxyy, and so on, are defined in the same way. The five point finite difference approximations
Dxu;Dyv;Dxxu, and so on, will be expressed as they are.

In Numerov algorithm, the momentum equations (81) and (82) are modified. In the case of the grids points
ði;1Þ ð2 6 i 6 N � 2Þ, which are next to Cy0, the modification is as follows. We multiply both hand sides of Eq. (81) by
1þ ð�2=12Þdyy. Noting
1þ �
2

12
dyy ¼ 1þ �

2

12
@2

@y2 þ Oð�4Þ; ð96Þ
and Eq. (121) in Appendix A, we have
@~u
@t
¼ �uDxu� v �Dyu� DxP � �

2

12
ðUyyUx þ 2UyUxy þ uUxyy þ VyyUy þ 2VyUyy þ v �Dyyyuþ PxyyÞ

þ m Dxxuþ Uyy þ
�2

12
Uxxyy

� �
þ eF þ Oð�4Þ; ð97Þ
where
~u ¼ 1þ �
2

12
dyy

� �
u; ð98Þ

eF ¼ 1þ �
2

12
dyy

� �
F: ð99Þ
Similarly, we have from Eq. (82)
@~v
@t
¼ �uDxv � v �Dyv � �DyP � �

2

12
ðUyyVx þ 2UyVxy þ uVxyy þ 3VyyVy þ v �Dyyyv þ �DyyyPÞ

þ m Dxxv þ Vyy þ
�2

12
Vxxyy

� �
þ eG þ Oð�4Þ; ð100Þ
where
~v ¼ 1þ �
2

12
dyy

� �
v; ð101Þ

eG ¼ 1þ �
2

12
dyy

� �
G: ð102Þ
The modified momentum equation for the grid points ði;N � 1Þ ð2 6 i 6 N � 2Þ, which are next to Cy1, is obtained from the
above formula by the replacement ð�Dy; �DyyyÞ ! ð�Dy; �DyyyÞ. The modified momentum equations for the grid points
ð1; jÞ ð2 6 j 6 N � 2Þ are given by
@�u
@t
¼ �u�Dxu� vDyu� �DxP � �

2

12
ð3UxxUx þ u�Dxxxuþ VxxUy þ 2VxUxy þ vUxxy þ �DxxxPÞ

þ m Uxx þ Dyyuþ �
2

12
Uxxyy

� �
þ F þ Oð�4Þ; ð103Þ

@�v
@t
¼ �u�Dxv � vDyv � DyP � �

2

12
ðUxxVx þ 2UxVxx þ u�Dxxxv þ VxxVy þ 2VxVxy þ vVxxy þ PxxyÞ

þ m Vxx þ Dyyv þ
�2

12
Vxxyy

� �
þ Gþ Oð�4Þ; ð104Þ
where
�u ¼ 1þ �
2

12
dxx

� �
u; F ¼ 1þ �

2

12
dxx

� �
F; ð105Þ

�v ¼ 1þ �
2

12
dxx

� �
v ; G ¼ 1þ �

2

12
dxx

� �
G: ð106Þ
Those for the grid points ðN � 1; jÞ ð2 6 j 6 N � 2Þ, which are next to Cx1, are obtained from the above formula by the replace-
ment ð�Dx; �DxxxÞ ! ð�Dx; �DxxxÞ.

At the grid points ð1;1Þ; ðNx � 1;1Þ; ðNx � 1;Ny � 1Þ, and ð1;Ny � 1Þ, the finite difference operators Dxx and Dyy are not
available. In this case, Numerov algorithm requires the multiplication of 1þ ð�2=12Þðdxx þ dyyÞ by both hand sides of Eqs.
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(81) and (82). Then, we encounter another difficulty in the computation of ðdxx þ dyyÞ@aP ða ¼ x; yÞ. Fortunately, we can com-
pute @2

x þ @
2
y

	 

@aP as the finite difference approximation of u and v by making use of Eq. (95). We define û and v̂:
û ¼ 1þ �
2

12
ðdxx þ dyyÞ

� �
u; ð107Þ

v̂ ¼ 1þ �
2

12
ðdxx þ dyyÞ

� �
v: ð108Þ
The modified momentum equations for the grid point (1,1) are
@û
@t
¼ �u�Dxu� v �Dyu� �DxP

� �
2

12
3UxUxx þ u�Dxxxuþ VxxUy þ 2VxUxy þ vUxxy þ UxUyy þ 2UyUxy þ uUxyy þ VyyUy þ 2VyUyy þ v �Dyyyu
h

þ2ðUxxVy þ UxVxy � UxyVx � UyVxxÞ


þ m Uxx þ Vyy þ

�2

6
Uxxyy

� �
þ bF ; ð109Þ
@v̂
@t
¼ �u�Dxv � v �Dyv � �DyP

� �
2

12
VxUxx þ 2UxVxx þ u�Dxxxv þ VxxVy þ 2VxVxy þ vVxxy þ VxUyy þ 2UyVxy þ uVxyy þ 3VyVyy þ v �Dyyyv
h

þ2ðUxyVy þ UxVyy � UyyVx � UyVxyÞ


þ m Vxx þ Vyy þ

�2

6
Vxxyy

� �
þ bG; ð110Þ
where
bF ¼ 1þ �
2

12
ðdxx þ dyyÞ

� �
F; bG ¼ 1þ �

2

12
ðdxx þ dyyÞ

� �
G: ð111Þ
Those for the other three grid points are obtained by the appropriate replacement of one-sided finite difference operators,
e.g. ð�Dx; �DxxxÞ ! ð�Dx; �DxxxÞ at the grid point ðN � 1;N � 1Þ.

Let ð~u; û; �uÞ and ð~v ; v̂ ; �vÞ at ðx; y; tÞ ¼ ði�; j�;nDtÞ be denoted by ~un
ij; �u

n
ij; û

n
ij

	 

and ~vn

ij; �vn
ij; v̂n

ij

	 

, respectively. As an example of

the computation of Numerov algorithm, we explain the computation procedure for ði; jÞ ¼ ði;1Þ ð2 6 i 6 NxÞ below. The
computation procedure is as follows:

(i) Compute ~un
i;1 from un

i;0;u
n
i;1;u

n
i;2 by using Eq. (98). Compute ~vn

1;1 by using Eq. (101) in the similar way.

(ii) Compute ~unþ1=2
i;1 and ~vnþ1=2

i;1 by using the first order accurate time integration method (Euler method) for Eqs. (97) and
(100), respectively.

(iii) Compute unþ1=2
i;1 from ~ui;1;u

nþ1=2
i;2 , and unþ1=2

i;0 according to Eq. (98), i.e.
unþ1=2
i;1 ¼ 6

5
~unþ1=2

i;1 � 5
2

unþ1=2
i;2 þ unþ1=2

i;0

	 

;

where unþ1=2
i;2 is computed by using Eq. (89) and unþ1=2

i;0 is given by the boundary condition. Carry out the inverse trans-

formation ~vnþ1=2
i;1 ! vnþ1=2

i;1 in the similar way.

(iv) Compute ~unþ1

i;1 and ~vnþ1
i;1 by using the midpoint rule for Eqs. (97) and (100), respectively.

(v) Carry out the inverse transformation ~unþ1
i;1 ; ~vnþ1

i;1

	 

! unþ1

i;1 ;vnþ1
i;1

	 

in the same way as step iii).

The computation for ði;Ny � 1Þ for ð2 6 i 6 Nx � 2Þ and ð1; jÞ and ðNx � 1; jÞ ð2 6 j 6 Ny � 2Þ can be done in the same way.
Finally, as an example of the computation for four grid points ð1;1Þ; ð1;Nx � 1Þ; ðNx � 1;Ny � 1Þ, and ð1;Ny � 1Þ, we show the
formula of the inverse transformation for obtaining unþ1=2

1;1 :
unþ1=2
1;1 ¼ 3

2
ûnþ1=2

1;1 � 1
8

unþ1=2
1;2 þ unþ1=2

1;0 þ unþ1=2
0;1 þ unþ1=2

2;1

	 

;

where unþ1=2
1;0 and unþ1=2

0;1 are given by the boundary condition and unþ1=2
2;1 and unþ1=2

1;2 are computed in advance by the inverse

transformation of ~unþ1=2
2;1 and �unþ1=2

1;2 .
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5. Numerical tests

5.1. Generalized Taylor–Green vortex problem

The problem of Taylor–Green vortices is widely employed as a test case for various INSE solvers because of the availability
of its simple analytical solution. The solution of the original problem decays exponentially as time advances because of the
viscous dissipation. In this subsection, we demonstrate the decay of the acoustic mode besides the convergence of the
numerical solution. In order to avoid the confusion between the decay of the solution and that of the acoustic mode, we mod-
ify the original problem such that the solution is periodic with respect to time as well. By applying the external force
Fðt; x; yÞ ¼ sinðx� u0tÞ cosðy� v0tÞ½2m cos t � sin t�;
Gðt; x; yÞ ¼ � cosðx� u0tÞ sinðy� v0tÞ½2m cos t � sin t�;

ð112Þ
to the momentum equations, we have the exact solution of INSE
uðt; x; yÞ ¼ u0 þ sinðx� u0tÞ cosðy� v0tÞ cos t;

vðt; x; yÞ ¼ v0 � cosðx� u0tÞ sinðy� v0tÞ cos t;

Pðt; x; yÞ ¼ 1
4
½cos 2ðx� u0tÞ þ cos 2ðy� v0tÞ� cos2 t;

ð113Þ
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Fig. 1. The time history of L1 error from t ¼ 0 to t ¼ 1 in the problem of the generalized Taylor–Green vortices ðm ¼ 0:001Þ.
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Table 3
The maximum norm of the error vs. � at t ¼ 60 in the problem of the generalized Taylor–Green problem for m ¼ 0:1.

� E½uðb ¼ 2Þ� E½uðb ¼ 4Þ� E½2uðb ¼ 2Þ � uðb ¼ 4Þ�

p=16 0.24026E�01 0.51574E�01 0.53276E�02
p=32 0.54618E�02 (2.14) 0.11127E�01 (2.21) 0.26499E�03 (4.33)
p=64 0.13467E�02 (2.02) 0.27022E�02 (2.04) 0.12836E�04 (4.37)
p=128 0.33592E�03 (2.00) 0.67229E�03 (2.01) 0.68943E�06 (4.22)
p=256 0.83933E�04 (2.00) 0.16789E�03 (2.00) 0.39726E�07 (4.12)

� E½vðb ¼ 2Þ� E½vðb ¼ 4Þ� E½2vðb ¼ 2Þ � vðb ¼ 4Þ�
p=16 0.28605E�01 0.61962E�01 0.70950E�02
p=32 0.64190E�02 (2.16) 0.13089E�01 (2.24) 0.31234E�03 (4.51)
p=64 0.15752E�02 (2.03) 0.31609E�02 (2.05) 0.14651E�04 (4.41)
p=128 0.39274E�03 (2.00) 0.78599E�03 (2.01) 0.77043E�06 (4.25)
p=256 0.98123E�04 (2.00) 0.19627E�03 (2.00) 0.43775E�07 (4.14)

� E½Pðb ¼ 2Þ� E½Pðb ¼ 4Þ� E½2Pðb ¼ 2Þ � Pðb ¼ 4Þ�
p=16 0.18410E�01 0.36743E�01 0.55070E�02
p=32 0.43036E�02 (2.10) 0.86440E�02 (2.09) 0.25236E�03 (4.45)
p=64 0.10510E�02 (2.03) 0.21048E�02 (2.04) 0.13229E�04 (4.25)
p=128 0.26080E�03 (2.01) 0.52172E�03 (2.01) 0.84563E�06 (3.97)
p=256 0.65087E�04 (2.00) 0.13017E�03 (2.00) 0.61636E�07 (3.78)

Table 4
The maximum norm of the error vs. � at t ¼ 60 in the problem of the generalized Taylor–Green vortices for m ¼ 0:1 (second order accurate scheme and LBM).

� E½uðb ¼ 2Þ� E½uðb ¼ 4Þ� E½2uðb ¼ 2Þ � uðb ¼ 4Þ� E½u� for LBM

p=16 0.25865E�01 0.53728E�01 0.52165E�02 0.32672E�01
p=32 0.58448E�02 (2.15) 0.11534E�01 (2.22) 0.60116E�03 (3.12) 0.83372E�02 (1.97)
p=64 0.14415E�02 (2.02) 0.27981E�02 (2.04) 0.12266E�03 (2.29) 0.20982E�02 (1.99)
p=128 0.35919E�03 (2.00) 0.69561E�03 (2.01) 0.29511E�04 (2.06) 0.52542E�03 (2.00)
p=256 0.89753E�04 (2.00) 0.17370E�03 (2.00) 0.73197E�05 (2.01) 0.13140E�03 (2.00)

� E½vðb ¼ 2Þ� E½vðb ¼ 4Þ� E½2vðb ¼ 2Þ � vðb ¼ 4Þ� E½v � for LBM
p=16 0.29636E�01 0.63376E�01 0.69783E�02 0.40277E�01
p=32 0.65893E�02 (2.17) 0.13286E�01 (2.25) 0.61430E�03 (3.51) 0.10064E�01 (2.00)
p=64 0.16152E�02 (2.03) 0.32023E�02 (2.05) 0.11780E�03 (2.38) 0.25107E�02 (2.00)
p=128 0.40239E�03 (2.01) 0.79555E�03 (2.01) 0.29440E�04 (2.00) 0.62742E�03 (2.00)
p=256 0.10054E�03 (2.00) 0.19868E�03 (2.00) 0.73223E�05 (2.01) 0.15684E�03 (2.00)

� E½Pðb ¼ 2Þ� E½Pðb ¼ 4Þ� E½2Pðb ¼ 2Þ � Pðb ¼ 4Þ� E½P� for LBM
p=16 0.28354E�01 0.48614E�01 0.10990E�01 0.36198E�01
p=32 0.64873E�02 (2.13) 0.10862E�01 (2.16) 0.22944E�02 (2.26) 0.82589E�02 (2.13)
p=64 0.15816E�02 (2.04) 0.26384E�02 (2.04) 0.57012E�03 (2.01) 0.20180E�02 (2.03)
p=128 0.39294E�03 (2.01) 0.65308E�03 (2.01) 0.14269E�03 (2.00) 0.50177E�03 (2.01)
p=256 0.98047E�04 (2.00) 0.16287E�03 (2.00) 0.35705E�04 (2.00) 0.12531E�03 (2.00)

Table 2
The maximum norm of the error vs. � at t ¼ 60 in the problem of the generalized Taylor–Green vortices for m ¼ 0:001 (second order accurate scheme).

� E½uðb ¼ 2Þ� E½uðb ¼ 4Þ� E½2uðb ¼ 2Þ � uðb ¼ 4Þ�

p=16 0.26733E�01 0.35884E+00 0.35184E+00
p=32 0.62930E�02 (2.09) 0.11712E�01 (4.94) 0.15766E�02 (7.80)
p=64 0.20072E�02 (1.65) 0.39554E�02 (1.57) 0.20999E�03 (2.91)
p=128 0.52657E�03 (1.93) 0.10356E�02 (1.93) 0.27498E�04 (2.93)
p=256 0.13302E�03 (1.98) 0.26252E�03 (1.98) 0.51665E�05 (2.41)

� E½vðb ¼ 2Þ� E½vðb ¼ 4Þ� E½2vðb ¼ 2Þ � vðb ¼ 4Þ�
p=16 0.33002E�01 0.14681E+01 0.14444E+01
p=32 0.73923E�02 (2.16) 0.14099E�01 (6.70) 0.14428E�02 (9.97)
p=64 0.22462E�02 (1.72) 0.44447E�02 (1.67) 0.16224E�03 (3.15)
p=128 0.59089E�03 (1.93) 0.11717E�02 (1.92) 0.21932E�04 (2.89)
p=256 0.14925E�03 (1.99) 0.29689E�03 (1.98) 0.48613E�05 (2.17)

� E½Pðb ¼ 2Þ� E½Pðb ¼ 4Þ� E½2Pðb ¼ 2Þ � Pðb ¼ 4Þ�
p=16 0.30570E�01 0.32149E+00 0.28040E+00
p=32 0.58990E�02 (2.37) 0.10371E�01 (4.95) 0.19932E�02 (7.14)
p=64 0.12750E�02 (2.21) 0.21023E�02 (2.30) 0.51895E�03 (1.94)
p=128 0.31339E�03 (2.02) 0.50569E�03 (2.06) 0.13567E�03 (1.94)
p=256 0.78949E�04 (1.99) 0.12731E�03 (1.99) 0.34248E�04 (1.99)
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where u0 and v0 are constants and they are introduced in order to avoid the special situation where the advection term bal-
ances with the pressure gradient. We solve the above modified problem numerically in the domain
X ¼ ½0 6 x 6 2p� 	 ½0 6 y 6 2p� with the periodic boundary condition. Incidentally, INSE is Galilean invariant but ACE is
not. Therefore, the error of ACM depends on the values of u0 and v0. Here, we consider the case of ðu0;v0Þ ¼ ð0:3;0:6Þ.

During the computation, we measured the L1 error defined by
E½h�ðtÞ ¼ 1
4p2

Z 2p

0

Z 2p

0
jhNumðx; y; tÞ � hExactðx; y; tÞjdxdy; ð114Þ
where hNum and hExact ðh ¼ u;v ; PÞ stand for the numerical solution and the exact solution, respectively, and the integration is
evaluated numerically. The time history of E½h� ðh ¼ u;v ; PÞ for m ¼ 0:001 and ðu0;v0Þ ¼ ð0:3;0:6Þ
[� ¼ p=128 ðNx ¼ Ny ¼ 256Þ;Dt ¼ �2 ðb ¼ 1Þ; b ¼ 2 and b ¼ 4; c ¼ l ¼ 1] is shown in Figs. 1 and 2. The diffusive mode, the
time scale of which is Oð1Þ, and the acoustic mode, that of which is Oð�Þ, are seen in these figures. As expected from the dis-
cussion in Section 2, the magnitude of acoustic mode increases and its frequency decreases as b increases (Fig. 1); the mag-
nitude of the acoustic mode for the flow velocity looks proportional to b, i.e. Ma2, and that for the pressure looks proportional
to b1=2, i.e. Ma, which is in agreement with our estimate in Section 2.5. In Fig. 2, the curves for b ¼ 2 overlaps with those for
b ¼ 4 after the extinction of the acoustic mode. Since the scale for E½hðb ¼ 4�Þ ðh ¼ u;v ; PÞ is doubled, the overlap of the two
curves implies the linear dependence of E½h� on b. The maximum norm of the error is also computed. Let E½h� denote the max-
imum norm of the error for the numerical solution h. The error data for hðb ¼ 2Þ;hðb ¼ 4Þ, and 2hðb ¼ 2Þ � hðb ¼ 4Þ at
t ¼ 60 ðh ¼ u;v ; PÞ are tabulated in Table 1. It is seen from the table that the error is drastically reduced by combining
two solutions for different values of b. While the convergence rate for b ¼ 2 and b ¼ 4 are almost second order in �, that
for the linear combination of the two numerical solutions, which will hereafter be called the refined solution, is nearly fourth
order. We should stress that the clear demonstration of drastic error reduction becomes possible only when the acoustic
mode is suppressed sufficiently. In fact, in the case of c ¼ 0, the magnitude of the acoustic mode at t ¼ 60 is estimated from
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Table 5
The maximum norm of the error vs. � at t ¼ 30 in the problem of the formation of two rolls ðm ¼ 0:01Þ.

� E½uðb ¼ 2Þ� E½uðb ¼ 4Þ� E½2uðb ¼ 2Þ � uðb ¼ 4Þ�

p=32 0.86788E�01 0.17484E+00 0.34722E�01
p=64 0.21481E�01 (2.01) 0.43134E�01 (2.02) 0.20071E�02 (4.11)
p=128 0.53527E�02 (2.00) 0.10718E�01 (2.01) 0.12244E�03 (4.03)
p=256 0.13371E�02 (2.00) 0.26750E�02 (2.00) 0.75996E�05 (4.01)
p=512 0.33421E�03 (2.00) 0.66847E�03 (2.00) 0.47498E�06

� E½vðb ¼ 2Þ� E½vðb ¼ 4Þ� E½2vðb ¼ 2Þ � vðb ¼ 4Þ�
p=32 0.13748E+00 0.26569E+00 0.87299E�01
p=64 0.34199E�01 (2.01) 0.68755E�01 (1.95) 0.54282E�02 (4.01)
p=128 0.85112E�02 (2.01) 0.17058E�01 (2.01) 0.33285E�03 (4.03)
p=256 0.21248E�02 (2.00) 0.42519E�02 (2.00) 0.20697E�04 (4.01)
p=512 0.53099E�03 (2.00) 0.10621E�02 (2.00) 0.12935E�05

� E½Pðb ¼ 2Þ� E½Pðb ¼ 4Þ� E½2Pðb ¼ 2Þ � Pðb ¼ 4Þ�
p=32 0.13699E�01 0.27081E�01 0.99560E�02
p=64 0.34460E�02 (1.99) 0.68860E�02 (1.98) 0.63069E�03 (3.98)
p=128 0.87057E�03 (1.98) 0.17404E�02 (1.98) 0.38757E�04 (4.02)
p=256 0.22298E�03 (1.97) 0.44505E�03 (1.97) 0.24195E�05 (4.00)
p=512 0.55278E�04 (2.01) 0.11050E�03 (2.01) 0.15122E�06
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the time history of the error to be of the same magnitude as that of the data in the table. We have also carried out the com-
putation of the second order accurate scheme, the formulas of which are derived by replacing the five point finite difference
operators Dx;Dy;Dxx and Dyy in Eqs. (89), (90), (92), and (93) by three point finite difference operators dx; dy; dxx, and dyy,
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respectively; the stencil of 2nd order accurate scheme is the same as D2Q9 of LBM. The data corresponding to the case of
Table 1 are tabulated in Table 2. The data for hðb ¼ 2Þ and hðb ¼ 4Þ exhibit nearly 2nd order convergence rate. Although
the error is appreciably reduced by combining two solutions as before, the convergence rate is still second order; the discret-
ization error is not proportional to b.

The error data for m ¼ 0:1 ðc ¼ l ¼ b ¼ 1Þ are tabulated in Table 3 (fourth order accurate scheme) and Table 4 (second
order accurate scheme). The error data of MRT–LBM [6,13] with the consistent treatment of forcing of Ref. [5] are also shown
in Table 4 for comparison. The time step employed in the LBM computation is the same as that of ACM, i.e. Dt ¼ �2, and the
tuning parameters of MRT are s1 ¼ s4 ¼ s6ð¼ s�1

q ¼ s�1
j Þ ¼ 0; s2ð¼ s�1

e Þ ¼ 1:63; s3ð¼ s�1
� Þ ¼ 1:14; s5 ¼ s7ð¼ s�1

q Þ ¼ 1:92 (see
Refs. [13,5]). The behavior of ACM results for m ¼ 0:1 is the same as that observed for m ¼ 0:001. MRT–LBM with the consis-
tent treatment of forcing is one of the most up-to-date LBMs and the present LBM computation corresponds to the case of
b ¼ 3 [the sound speed is 1=ð3�2Þ]. The results of the second order accurate ACM for b ¼ 2 are better than those of MRT and
MRT results are better than the second order accurate ACM results for b ¼ 4. The linear combination of the second order
accurate ACM results for different values of b and MRT results exhibit nearly the second order convergence rate but the for-
mer is much better than the latter. It is also confirmed from the time histories of the errors that the acoustic mode is suf-
ficiently small at t ¼ 60 in all the computations. Incidentally, the computation cost of ACM (second order scheme and
fourth order one) and that of MRT are nearly the same in the vector and parallel computing environment using OpenMP.

5.2. Formation of two rolls by moving wall

Let us consider the IBVP of INSE in the domain X ¼ ½0 6 x 6 2p� 	 ½0 6 y 6 2p� with the homogeneous initial data
uðt ¼ 0Þ ¼ vðt ¼ 0Þ ¼ Pðt ¼ 0Þ ¼ 0; ð115Þ



and the boundary condition
uðt; x;0Þ ¼ �uðt; x;2pÞ ¼ 1
2

sin x expð�3=t2Þ; vðt; x;0Þ ¼ vðt; x;2pÞ ¼ 0;

vðt;0; yÞ ¼ vðt;2p; yÞ ¼ � sinðy=2Þ expð�3=t2Þ; uðt;0; yÞ ¼ uðt;2pÞ ¼ 0:
ð116Þ
The wall speeds are designed in such a way that a clockwise roll (right) and a counterclockwise one (left) are formed and the
factor expð�3=t2Þ is for smooth start. The solution of INSE must exhibit the symmetry with respect to the line x ¼ p; u is odd
and v and P are even with respect to the line, i.e. uðt;pþ x; yÞ ¼ �uðt;p� x; yÞ;vðt;pþ x; yÞ ¼ vðt;p� x; yÞ, and
Pðt;pþ x; yÞ ¼ Pðt;p� x; yÞ. The flow velocity field for INSE is not altered even if a conservative force is added; the potential
is incorporated into the pressure. Since ACE does not have this property, the symmetry breaking of flow velocity field is ob-
served in the case of asymmetric potential. The asymmetry of the flow field can easily be recognized as the error of ACM and
we will make use of it for the graphical demonstration of the error reduction of ACM. In the following numerical example, the
external force is ðF;GÞ ¼ ð�0:2;�0:1Þ and the initial pressure field with zero average is modified accordingly, i.e.
Pðt ¼ 0; x; yÞ ¼ �ð2xþ yÞ þ 3p
10

: ð117Þ
The numerical computation was done for m ¼ 0:01 and m ¼ 0:001 (c ¼ l ¼ b ¼ 1; b ¼ 2 and b ¼ 4). The refined solution at
t ¼ 30 for m ¼ 0:01 and that for m ¼ 0:001 ð� ¼ p=512Þ are shown in Figs. 3 and 4, respectively. These figures show the sym-
metry of streamlines and the asymmetry of the pressure field. The velocity fields for b ¼ 2 and b ¼ 4 and that for the refined
solution in the case of ðm ¼ 0:01; � ¼ p=64Þ are shown in Fig. 5
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Fig. 6. The refined solutions for � ¼ p=512 are also shown in these figures as the reference solutions. While the velocity fields
for b ¼ 2 and b ¼ 4 display the asymmetry, the refined solutions agree very well with the symmetric reference solutions.
Next, we will check the convergence rate numerically. For this purpose, we generate the reference solution from the two
refined solutions for � ¼ p=256 and � ¼ p=512 by making use of the conventional Richardson extrapolation in � under the
assumption that the leading error of the refined solution is Oð�4Þ. The maximum norm of the error is computed by regarding
the so generated reference solution as the exact one. The error data for m ¼ 0:01 are tabulated in Table 5 and those for
m ¼ 0:001 are done in Table 6. In both cases, the error is reduced significantly by taking the linear combination and the con-
vergence rate becomes nearly fourth order, which also supports the high order accurate treatment of the boundary
condition.

5.3. Lid-driven cavity flow

The problem of lid-driven cavity flow is a very popular test case and it deals with the motion of a fluid confined in a square
domain X ¼ ½0 6 x 6 1� 	 ½0 6 y 6 1� consisting of the top side (y ¼ 1) with an imposed velocity (u ¼ UðxÞ and v ¼ 0) and the
other three sides at rest. No external force is acting on the system (F ¼ G ¼ 0). Here, we consider the usual case of UðxÞ ¼ 1
with the impulse start from the homogeneous initial data u ¼ v ¼ P ¼ 0. Because of the discontinuities with respect to space
Table 6
The maximum norm of the error vs. � at t ¼ 30 in the problem of the formation of two rolls ðm ¼ 0:001Þ.

� E½uðb ¼ 2Þ� E½uðb ¼ 4Þ� E½2uðb ¼ 2Þ � uðb ¼ 4Þ�

p=32 0.15276E+00 0.31614E+00 0.27379E+00
p=64 0.50242E�01 (1.60) 0.95943E�01 (1.72) 0.31737E�01 (3.11)
p=128 0.12712E�01 (1.98) 0.25490E�01 (1.91) 0.20779E�02 (3.93)
p=256 0.31701E�02 (2.00) 0.63481E�02 (2.01) 0.13238E�03 (3.97)
p=512 0.79181E�03 (2.00) 0.15838E�02 (2.00) 0.82735E�05

� E½vðb ¼ 2Þ� E½vðb ¼ 4Þ� E½2vðb ¼ 2Þ � vðb ¼ 4Þ�
p=32 0.32106E+00 0.43201E+00 0.42683E+00
p=64 0.95521E�01 (1.75) 0.18328E+00 (1.24) 0.66136E�01 (2.69)
p=128 0.23720E�01 (2.01) 0.47197E�01 (1.96) 0.46886E�02 (3.82)
p=256 0.58987E�02 (2.01) 0.11798E�01 (2.00) 0.29517E�03 (3.99)
p=512 0.14746E�02 (2.00) 0.29489E�02 (2.00) 0.18448E�04

� E½Pðb ¼ 2Þ� E½Pðb ¼ 4Þ� E½2Pðb ¼ 2Þ � Pðb ¼ 4Þ�
p=32 0.22632E�01 0.44102E�01 0.32417E�01
p=64 0.63015E�02 (1.84) 0.12981E�01 (1.76) 0.59194E�02 (2.45)
p=128 0.15868E�02 (1.99) 0.32613E�02 (1.99) 0.40941E�03 (3.85)
p=256 0.40084E�03 (1.99) 0.80633E�03 (2.02) 0.24945E�04 (4.04)
p=512 0.10008E�03 (2.00) 0.20043E�03 (2.01) 0.15591E�05
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and time, the regularity of solution is obviously lost. Such situations are often encountered in practical applications and the
fourth order accuracy is not realized. The scheme should at least prove its ability of stable computation even in such situ-
ations, however. Here, we demonstrate the robustness and the performance of the scheme.

As for the existing steady solutions for high Reynolds numbers, those for m ¼ 0:0002 ðRe ¼ 5000Þ are found in the liter-
ature (see Ref. [3] and the references therein). Since the accuracy with respect to time is not required, it is advantageous to
carry out the computation for a large time step by relaxing the severe acoustic CFL condition. In the present computation, the
value of b and the time step Dt were determined by b�2 ¼Ma2 ¼ 0:09 and Dt ¼ 0:24�. The value of c was set to be zero since
the acoustic mode dies in the steady state but l was set to be unity as before for the cure of the checkerboard instability. The
x component of flow velocity u has two limiting values at the two top corners ðx; yÞ ¼ ð0;1Þ; ð1;1Þ ½ði; jÞ ¼ ð0;NyÞ; ðNx;NyÞ�. We
first carried out the computation setting u ¼ 1 at these two corners. The computation was done safely without producing any
spurious oscillations. The numerical results are compared with the accurate solution of Ref. [3], which was obtained for
2048	 2048 uniform staggered mesh system and is employed as the reference solution here. While good agreement with
the reference solution is confirmed for the overall pressure distribution, the deviation from the reference solution is still
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appreciable for the velocity even in the case of � ¼ 1=1024 ½ðNx;NyÞ ¼ ð1024;1024Þ� (no figure). The mesh system employed
in the computation includes the grid points at the boundary and the two top corners with singularity are not excluded from
the stencils of the computation of divergence of velocity at the grid points ði; jÞ ¼ ð1;Ny � 1Þ; ðNx � 1;Ny � 1Þ [see Eq. (67) and
Appendix A]. In order to relax the influence of corner singularity, we modified the code such that the divergence of the flow
velocity at these two points is computed by using Gauss’s theorem; the divergence of flow velocity at ði; jÞ ¼ ð1;Ny � 1Þ is
approximated as the volume average over the four neighboring cells ð0 6 x 6 2�Þ 	 ð1� 2� 6 y 6 1Þ, which is computed
numerically as the line integral of mass flux by using the trapezoid rule; the divergence of flow velocity at
ði; jÞ ¼ ðNx � 1;Ny � 1Þ is computed in the same way. The result of the modified code for ðNx;NyÞ ¼ ð256;256Þ is shown to-
gether with the reference solution in Figs. 7–9. The deviation from the reference solution reduces appreciably [it becomes
invisible for ðNx;NyÞ ¼ ð512;512Þ], which shows the sensitivity of the overall behavior of the numerical solution to the local
treatment of the singularity. Finally, we remark that the divergence of flow velocity is Oð1Þ in the vicinities of the two top
corners and it balances with the term of the cure for checkerboard instability. Without the cure for the checkerboard insta-
bility ðl ¼ 0Þ, the pressure field exhibits appreciable spurious oscillations as shown in Fig. 10. The lack of regularity causes
the checkerboard instability and the divergence-free condition is broken locally in compensation for the suppression of spu-
rious oscillations. Owing to the suppression of the checkerboard instability, the overall behavior of the numerical solution is
improved not only for the pressure but also for the flow velocity. Incidentally, LBM produces nearly identical results to those
of ACM for � ¼ 1=256, although it exhibits small spurious oscillations around the two top corners (no figure). The breakdown
of divergence-free condition is also observed in the LBM computation.

6. Concluding remarks

The present numerical method for INSE using ACE relies on the assumption about the asymptotic behavior of solutions for
small Mach numbers. The solution after the extinction of acoustic mode is assumed to be in the form of power series of Ma2,
which is the only parameter of the problem. The justification of this ansatz from the dynamical viewpoint remains as an
interesting mathematical problem. The numerical method is designed in such a way that the discretization error does not
deteriorate the first two terms in the expansion of the diffusive mode solution. For the straightforward treatment of fourth
order accurate approximation with respect to space, the simple lattice structure is employed. Consequently, the boundary
value of the pressure is computed with sufficient accuracy. The employment of Numerov algorithm is restricted to the grid
points next to the boundary in order to avoid the inversion of a large matrix. The present study reveals the potential perfor-
mance of ACM, although the efforts for high accuracy are rewarded only in the case where the solution has sufficient reg-
ularity. The robustness of the scheme is also demonstrated in the problem of the lid-driven cavity flow. From practical
viewpoint, the second order accurate ACM with second order accurate treatment of curved boundaries seems to be desirable.
This becomes meaningful only when the acoustic mode is eliminated sufficiently. The present study also adds a contribution
to this issue and the treatment of curved boundaries is left as one of future subjects. On the other hand, the simple second
order accurate ACM, which employs the same compact stencil as that of LBM, yields better results than LBM. Since ACM does
not require any kinetic-theory gadgets, its education cost is much less than that of LBM. These facts suggest that drastic
improvements of LBM or clear demonstrations of outcomes of kinetic formulation are necessary. Even in the case of the sec-
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ond order accurate ACM, the Richardson extrapolation in the Mach number reduces the error appreciably. By changing the
equation of state, it becomes possible to carry out LBM computation for different Mach numbers under the same mesh spac-
ing and the same time step. The error reduction of LBM in this approach seems to be an interesting problem, although the
complete cancellation of the error of Oð�2Þ is not expected because of the artificial high order stress appearing at the Burnett
level.
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Appendix A

We summarize the finite differential operators for the uniform grid system with the spacing �.

A.1. Centered three point formulas� ��

dxfi;j �

1
2�
½fiþ1;j � fi�1;j� ¼

@f
@x

���
i;j

þ �
2

6
@3f
@x3
���

i;j

þ Oð�4Þ; ð118Þ

dyfi;j �
1

2�
½fi;jþ1 � fi;j�1� ¼

@f
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����
i;j

þ �
2

6
@3f
@y3

�����
i;j

þ Oð�4Þ; ð119Þ

dxxfi;j �
1
�2 ½fiþ1;j � 2f i;j þ fi�1;j� ¼

@2f
@x2

�����
i;j

þ �
2

12
@4f
@x4

�����
i;j

þ Oð�4Þ; ð120Þ

dyyfi;j �
1
�2 ½fi;jþ1 � 2f i;j þ fi;j�1� ¼

@2f
@y2

�����
i;j
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12
@4f
@y4

�����
i;j

þ Oð�4Þ; ð121Þ

dxyfi;j � dxdyfi;j � dydxfi;j ¼
@2f
@x@y

�����
i;j

þ Oð�2Þ; ð122Þ

dxxyfi;j � dxxdyfi;j � dydxxfi;j ¼
@3f
@x2@y

�����
i;j

þ Oð�2Þ; ð123Þ

dxyyfi;j � dxdyyfi;j � dyydxfi;j ¼
@3f
@x@y2

�����
i;j

þ Oð�2Þ; ð124Þ

dxxyyfi;j � dxxdyyfi;j � dyydxxfi;j ¼
@4f

@x2@y2

�����
i;j

þ Oð�2Þ: ð125Þ
For conciseness, we will express dxu as Ux; dxv as Vx; dxP as Px; dyu as Uy; dxxyv as Vxxy, and so on. Since no confusion will take
place, other definitions are omitted here.
A.2. Centered five point formulas �

Dxfi;j ¼

1
12�
½8ðfiþ1;j � fi�1;jÞ � ðfiþ2;j � fi�2;jÞ� ¼

@f
@x

���
i;j

þ Oð�4Þ; ð126Þ

Dxxfi;j ¼
1

12�2 ½16ðfiþ1:j þ fi�1;jÞ � ðfiþ2;j þ fi�2;jÞ � 30f i;j� ¼
@2f
@x2

�����
i;j

þ Oð�4Þ; ð127Þ

Dxxxfi;j ¼
1

2�3 ½fiþ2;j � fi�2;j � 2ðfiþ1;j � fi�1;jÞ� ¼
@3f
@x3

�����
i;j

þ Oð�2Þ; ð128Þ
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A.3. One-sided five point formulas ��

�Dxfi;j ¼

1
12�
½�3f i�1;j � 10f i;j þ 18f iþ1;j � 6f iþ2;j þ fiþ3;j� ¼

@f
@x
��
i;j

þ Oð�4Þ; ð129Þ

�Dxfi;j ¼ �
1

12�
½�3f iþ1;j � 10f i;j þ 18f i�1:j � 6f i�2;j þ fi�3;j� ¼

@f
@x
ðx; yÞ

����
i;j

þ Oð�4Þ; ð130Þ

�Dxxfi;j ¼
1

12�
½11f i�1;j � 20f i;j þ 6f iþ1;j þ 4f iþ2;j � fiþ3;j� ¼

@2f
@x2

�����
i;j

þ Oð�3Þ; ð131Þ

�Dxxfi;j ¼
1

12�
½11f iþ1;j � 20f i;j þ 6f i�1;j þ 4f i�2;j � fi�3;j� ¼
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�����
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þ Oð�3Þ; ð132Þ

�Dxxxfi;j ¼
1

2�3 ½�3f i�1;j þ 10f i;j � 12f iþ1;j þ 6f iþ2;j � fiþ3;j� ¼
@3f
@x3

�����
i;j

þ Oð�2Þ; ð133Þ

�Dxxxfi;j ¼ �
1

2�3 ½�3f iþ1;j þ 10f i;j � 12f i�1;j þ 6f i�2;j � fi�3;j� ¼
@3f
@x3

�����
i;j

þ Oð�2Þ: ð134Þ
The finite difference operators Dy;Dyy;Dyyy; �Dy; �Dyyy; �Dy, and �Dyyy are defined in the same way and their definitions are omitted
here.

References

[1] P. Asinari, T. Ohwada, Connection between kinetic methods for fluid-dynamic equations and macroscopic finite-difference schemes, Comput. Math.
Appl. 58 (2009) 841–861.

[2] G.K. Barchelor, An Introduction to Fluid Dynamics, Cambridge University Press, 1967.
[3] C.-H. Bruneaux, M. Saad, The 2D lid-driven cavity problem revisited, Comput. Fluids 35 (2006) 326–348.
[4] A.J. Chorin, A numerical method for solving incompressible viscous flow problems, J. Comput. Phys. 2 (1967) 12–26.
[5] Z. Guo, C. Zheng, B. Shi, Lattice Boltzmann equation with multiple effective relaxation times for gaseous microscale flow, Phys. Rev. E 77 (2008) 036707.
[6] D. d’Humières, Generalized lattice Boltzmann equations, in: B.D. Shizgal, D.P. Weaver (Eds.), Rarefied Gas Dynamics: Theory and Simulations, Prog.

Astronaut. Aeronaut., vol. 159, 1992, p. 450.
[7] X. He, L.-S. Luo, Lattice Boltzmann model for the incompressible Navier–Stokes equation, J. Stat. Phys. 88 (1997) 927–944.
[8] X. He, G.D. Doolen, T. Clark, Comparison of the lattice Boltzmann method and the artificial compressibility method for Navier–Stokes equations, J.

Comput. Phys. 179 (2002) 439–451.
[9] M. Junk, A. Klar, L.-S. Luo, Asymptotic analysis of the lattice Boltzmann equation, J. Comput. Phys. 210 (2005) 676–704.

[10] M. Junk, Z. Yang, Asymptotic analysis of finite difference methods, Appl. Math. Comput. 158 (2004) 267–301.
[11] M. Junk, Z. Yang, Convergence of the lattice Boltzmann methods for Navier–Stokes flows in periodic and bounded domains, Numer. Math. 112 (2009)

65–87.
[12] O. Ladyzhenskaya, The Mathematical Theory of Viscous Incompressible Flow (Fizmatgiz, 1961; English transl., Gordon and Breach, New York, 1969).
[13] P. Lallemand, L.-S. Luo, Theory of the lattice Boltzmann method: dispersion, dissipation, isotropy, Galilean invariance, and stability, Phys. Rev. E 61

(2000) 6546.
[14] I. Moise, M. Ziane, Renormalization group method. Applications to partial differential equations, J. Dyn. Diff. Eq. 13 (2001) 275–321.
[15] T. Ohwada, S. Fukata, Simple derivation of high-resolution schemes for compressible flows by kinetic approach, J. Comput. Phys. 211 (2006) 424–447.
[16] T. Ohwada, P. Asinari, On the essential role of kinetic theory in numerical methods for fluid-dynamic equations, in: T. Abe (Ed.), Rarefied Gas Dynamics:

26th International Symposium, American Institute of Physics, 2009, pp. 401–408.
[17] J.D. Ramshaw, V.A. Mousseau, Accelerated artificial compressibility method for steady-state incompressibility flow calculations, Comput. Fluids 18

(1990) 361–367.
[18] Y. Qian, D. d’Humières, P. Lallemand, Lattice BGK models for Navier–Stokes equation, Europhys. Lett. 17 (1992) 479–484.
[19] R. Témam, Navier–Stokes Equations, revised ed., North-Holland, Amsterdam, 1979.


	Artificial compressibility method revisited: Asymptotic numerical method for incompressible Navier–Stokes equations
	Introduction
	Theory
	IBVP for INSE
	ACE
	Diffusive mode and acoustic mode
	Construction of diffusive mode
	Excitation of acoustic mode
	Suppression of acoustic mode
	Main assumption and strategy
	Formal asymptotic analysis of numerical scheme for small  \epsilon 

	Basic design of numerical scheme
	Prototype scheme
	Stability and checkerboard instability

	Finite difference scheme of ACE
	Boundary value of pressure
	Finite difference formulas for inner grid points
	Computation at grid points next to boundary

	Numerical tests
	Generalized Taylor–Green vortex problem
	Formation of two rolls by moving wall
	Lid-driven cavity flow

	Concluding remarks
	Acknowledgments
	Appendix A
	Centered three point formulas
	Centered five point formulas
	One-sided five point formulas

	References


